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Seismic Attenuation
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Seismic Attenuation

Attenuation Q−1 = Scattering Q−1
sc + Absorption Q−1

i

Goal: Retrieve Q−1
sc (f), Q−1

i (f) from energy envelopes characteristics

L. Margerin (IRAP) Seismic Scattering Les Houches 2021 4 / 31



Heterogeneity

18 2 Heterogeneity in the Lithosphere

2.3 Random Inhomogeneity

2.3.1 Velocity Inhomogeneity Revealed from Well-Logs

Direct evidence for the existence of random inhomogeneities can be found in
log data from wells. Figure 2.4a shows wave velocity and density log data from
well YT2 drilled through lava, tuff, and volcanic breccia in Kyushu, Japan. The
velocity structure was determined from the travel times of ultrasonic waves having
frequencies of a few tens of kHz. Rock mass density is measured from the intensity
of gamma rays received at a borehole detector. The intensity of received gamma
rays can be shown to be a function of the formation density (Telford et al. 1976).

Fig. 2.4 (a) Well-logs showing P- and S-wave velocities and mass density vs. depth for well YT2
in Kyushu, Japan. (b) Scattergrams showing correlation among the physical properties measured
at the same depth. (Shiomi et al. 1997, copyright by Willey)

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

C(r) = 1
〈v〉2 〈δv(x + r/2)δv(x − r/2)〉

Φ(m) =

∫

R3
C(r)eim·rdr

∝ ε2a3

(1 + m2a2)κ+3/2

April 17, 2022 2 / 0

Correlation Function

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

C(r) = 1
〈v〉2 〈δv(x + r/2)δv(x − r/2)〉

Φ(m) =

∫

R3
C(r)eim·rdr

∝ ε2a3

(1 + m2a2)κ+3/2

δρ

ρ
= ν

δv
v

April 17, 2022 2 / 2

Shiomi 1997

Birch Law



Heterogeneity

18 2 Heterogeneity in the Lithosphere
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of gamma rays received at a borehole detector. The intensity of received gamma
rays can be shown to be a function of the formation density (Telford et al. 1976).

Fig. 2.4 (a) Well-logs showing P- and S-wave velocities and mass density vs. depth for well YT2
in Kyushu, Japan. (b) Scattergrams showing correlation among the physical properties measured
at the same depth. (Shiomi et al. 1997, copyright by Willey)

H. Sato: Power spectra of random heterogeneities in the solid earth 279

Figure 2. (a) 1-D PSDF vs. wavenumber for rock samples and acoustic well logs. (b) Converted 3-D PSDF vs. wavenumber, where the
randomness is supposed to be isotropic. See labels in Table 1.

borehole. Measurements W1 (volcanic tuff) and W2 (tertiary
to pre-tertiary) in Japan clearly show power-law decay with
 = 0.225 and 0.045, respectively; however, a corner is not
clearly seen in each PSDF. Measurement W4 at the deep
well KTB in Germany shows  = 0.10. Measurement W3
in the same well shows that the exponent of wavenumber is
�0.97, which formally corresponds to a negative  . Mea-
surement W5 at Cajon Pass in California shows  = 0.11.
All these measurements show very small  values close to
0. Shiomi et al. (1997) made a list of reported exponents of
wavenumber, which shows that most  values are smaller
than 0.25. Measurement of a seems to be restricted by the
sample length. We enumerate those measurements in Table 1
and plot their 1-D PSDFs against wavenumber in Fig. 2a.
Figure 2b plots the corresponding 3-D PSDFs of W4 and W5.

We note that Wu et al. (1994) measured anisotropy of ran-
domness from the analysis of well logs obtained from two
parallel wells at KTB: the ratio of characteristic scales in
horizontal to vertical directions ah/az = 1.8 (see Eq. 3) as
shown in W3.

3.3 Velocity tomography

There have been measurements of velocity tomography at
various scales, from which we can calculate the PSDF and
then estimate von Kármán-type parameters. This method de-
pends on the spatial resolution of the tomography result.
Measurement L1 in Table 2 is calculated from the precise VP
tomography result of the shallow crust, Los Angeles, Cal-
ifornia: the exponent of wavenumber is �3.08 ( = 0.04).
Anisotropic randomness is also reported: az = 0.1 and ah =
0.5 km (see Eq. 3), we show those in Fig. 3a. Measurement
M2 in Table 3 is evaluated from the 2-D PSDF of the VS to-
mography result of the upper mantle in a low wavenumber
range. Although there is a resolution limit of the tomography
method, the exponent of wavenumber is between �2 and �3,

which means 0 <  < 0.5. We note that Fig. 8 of Mancinelli
et al. (2016a) shows that the 1-D PSDF estimated from the
VP tomography result in the upper mantle (Meschede and
Romanowicz, 2015) covers that of MU2 ( = 0.05, " = 0.1,
a = 2000 km) for the wavenumber range from 2 ⇥ 10�4 to
10�2 km�1.

3.4 Array analysis of teleseismic P waves

Teleseismic P waves registered by a large aperture array
were used for the evaluation of the 3-D PSDF of the litho-
sphere beneath the array: LA1 and LA2 of Table 2 in Mon-
tana and LA3 in southern California used amplitude and
phase coherence analyses, where a Gaussian-type PSDF
(Eq. 5b) was assumed because of mathematical simplicity.
As shown in Fig. 3b, they drop very fast as wavenumber in-
creases. Later Flatté and Wu (1988) developed the angular
coherence analysis in addition to the above methods. Ana-
lyzing teleseismic P waves registered at NORSAR, they pro-
posed an overlapping two-layer model LA4, which is com-
posed of a band-limited flat spectrum from the surface to
200 km of depth and m

�4 spectrum ( = 0.5, " = 0.01–0.04)
for depths from 15 to 250 km. It means  < 0.5 and the decay
of their PSDF is much smaller than that of Gaussian types
(not shown in Fig. 3b).

3.5 Finite difference (FD) simulations

FD simulation is often used for the numerical simulation of
waves in an inhomogeneous velocity structure. For the eval-
uation of average MS amplitude envelopes, we have to repeat
simulations of the wave propagation through random media
having the same PSDFs that are generated by using differ-
ent random seeds. There are several measurements of statis-
tical parameters using FD such as L9–L11 and ML4 in Ta-
bles 2 and 3. Measurement LS5 focused on the fact that the

www.solid-earth.net/10/275/2019/ Solid Earth, 10, 275–292, 2019
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Heterogeneity22 2 Heterogeneity in the Lithosphere

Fig. 2.6 Density plots of 2-D random medium samples, where a D 5 km and " D 0:05:
(a) Gaussian ACF. (b) – (d) von Kármán type ACFs with different !-values

we introduce several types of mathematically tractable ACFs and their PSDFs for
random media which are homogeneous and isotropic.

Gaussian ACF

The most tractable ACF is a Gaussian ACF (see Fig. 2.7a) as given by

R .x/ D R .r/ D "2e!r2=a2
: (2.8)

The PSDF is also Gaussian. For the 3-D case, the PSDF is

P .m/ D P .m/ D "2
p

"3a3e!m2a2=4: (2.9)

Sato et al, 2012



Multiple Scattering

• 2-D anti-plane geometry (SH)


• Slab of random material with exponential correlation 


• Correlated fluctuations of density and velocity


• Periodic Boundary Conditions on the sides


• Absorbing Boundary Conditions at Top and Bottom


• Numerical Solution with SpecFem2D

Celorio et al., in prep.
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Figure 1: Incident plane SH-wave in a 2D medium with 5% of velocity and
density perturbation (⌫ = 1): (a) signals recorded along an array; (b) Coherent
wavefield obtained after averaging

Von-Karman media into two groups: the first one having correlation coe�cients
⌫ = 1, 0.8, 0.67 and 0.5, and perturbation level " = 5%, and the second one,
with the same correlation coe�cients and 10% of perturbation level ".

The 2D mesh is composed by 106 squared elements of size Le = 314m and
a polynomial order N = 4 is used for the spectral element solution of the
2D wave equation. The interaction of a given seismic wavelength � with the
random medium requires all heterogeneities with size larger than �/2 to be
well discretized. The 2D spectral element grid allows to represent fluctuations
of size Le/2, with about 2.5 points per spatial wavelength, and to simulate
accurately the propagation of seismic wavelengths over large distances (up to
100 wavelengths) for wavelengths above a minimum size between 2*Le (with 10
points per �) and Le (with 5 points per �). In terms of normalized wavenumbers,
ka, our choice of the background velocity yields ka = f , with f the frequency.
We consider that the propagation of seismic waves in such random medium is
accurately simulated at least in the range ka <= 5.

For the obtention of the coherent wavefield 60 realizations over the ten ran-
dom media were made, three di↵erent concepts of the coherent wavefield were
considered: the first one, the ensemble average over the 60 realizations

⌦
u
↵
�
;

the second one, the horizontal space average over a line of receivers of a single
realization

⌦
u
↵
z
; and finally the ensemble average over 60 realizations of spa-

tially averaged traces to which we will refer as ensemble-space average
⌦⌦
u
↵
z

↵
�
.

By considering that the three central vertical receiver lines separated by 50 km,
to which we refer as western (W), central (C) and eastern (E), are statistically
independent to each other, we averaged them horizontally so that we have the
equivalent to 180 realizations as elements of the ensemble. Fig 3 illustrates how
the coherent wavefield is obtained by using this consideration, the three white

3
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Mean Intensity

Figure 12: Intensity Distribution in the frequency range 0.5-1 Hz. Case ⌫ = 1
" = 5%

frequecy bands and the three distances we used to show intensity calculations
(50, 150 and 250 km). At frequency band [0.5 1] Hz, for the three distances we
considered behavior is still as it is expected �̃2

LN
< �̃2

EXP
around the ballistic

peak and, �̃2
LN

> �̃2
EXP

at the late coda. At [1 2] Hz behavior starts to change,
with �̃2

LN
slightly smaller than �̃2

EXP
in the ballistic peak for Z = 50 km, at

150 and 250 km �̃2
LN

and �̃2
EXP

are pretty similar, showing that the transition
between a possible single and multiple scattering regimes could be in the early
begining of the ballistic pulse. At [2 4] Hz �̃2

LN
> �̃2

EXP
from the begining of

the ballistic pulse at the three distances, suggesting that at such distance range
the ballistic pulse was already di↵used due to the strong levels of scattering in
the high frequency.

4 Discussion

5 Conclusion

14

Ensemble Average

Single Realisations
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Figure 12: Intensity Distribution in the frequency range 0.5-1 Hz. Case ⌫ = 1
" = 5%

frequecy bands and the three distances we used to show intensity calculations
(50, 150 and 250 km). At frequency band [0.5 1] Hz, for the three distances we
considered behavior is still as it is expected �̃2

LN
< �̃2

EXP
around the ballistic

peak and, �̃2
LN

> �̃2
EXP

at the late coda. At [1 2] Hz behavior starts to change,
with �̃2

LN
slightly smaller than �̃2

EXP
in the ballistic peak for Z = 50 km, at

150 and 250 km �̃2
LN

and �̃2
EXP

are pretty similar, showing that the transition
between a possible single and multiple scattering regimes could be in the early
begining of the ballistic pulse. At [2 4] Hz �̃2

LN
> �̃2

EXP
from the begining of

the ballistic pulse at the three distances, suggesting that at such distance range
the ballistic pulse was already di↵used due to the strong levels of scattering in
the high frequency.
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10%
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Figures1198

Figure 1. (a) Waveform filtered at 3.5 Hz (top) and spectrogram (bottom) of the vertical

component of the S0334 VF event recorded by the VBB sensor at 20 samples per seconds. The

arrival times of the first and second arrivals are denoted by tp and ts respectively and are indi-

cated with red dashed lines. Time t = 0 coincides with the onset of the first arrival. (b) Same as

(a) for the HF event S0314b.
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Inversion of 8 VF Events
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the diffusivity due to an increase of cS is expected to be equal to
the ratio of the shear wavespeeds squared !3=1:7"2 ≈ 3:1, which
is not far from the value 2.8 reported earlier. As for the attenu-
ation, with an intrinsic quality factor Qμ ranging from 3500 to
10000, Mars is found to be much more Moon-like than Earth-
like. The albedo of the martian lithosphere is extremely high,
typically of the order of 0.9, in sharp contrast with the Earth
where the albedo rarely exceeds 0.5. Some notable exceptions
are volcanic areas (e.g., Mayeda et al., 1992) but only at suffi-
ciently LFs, typically less than 3 Hz. Recently, Scheller et al.
(2021) proposed that vast amounts of water could be trapped
in the crust of Mars. This model may be compatible with our
observations, provided that some parts of the crust remain
mostly dry. That the upper crust could be dry in the equatorial
region near InSight is in agreement with the study of Clifford
et al. (2010). To put our measurements ofQμ in perspective, we
recall that experiments on basalt samples by Tittmann et al.
(1980) have revealed that high Q values (typically higher than
2500) can only be achieved through the complete degassing of
the material, including the removal of intracrystalline water.
The Qμ values we report in the present work are, in fact, higher
than the highest values obtained by Tittman (1977) after sev-
eral degassing cycles in vacuum. Unless our understanding of
the role of water in the attenuation of seismic waves is incor-
rect, an important conclusion of our study is that the wave-
forms of VF events are compatible with a mostly dry crust.

In Figure 12, the increase of D, Qsc, and Qμ with hypocentral
distance (or equivalently with the proxy !tS − tP") is particularly
clear. In linear-log scale, the dependence is approximately
linear, which suggests an empirical dependence of the form
y # y0exp!!tS − tP"=ξ" in which y stands for D, Qsc, or Qμ.
Indeed, this simple form is seen to fit the observations reasonably
well. These results show clearly that, although it reasonably fits
the observed seismogram envelopes individually, a uniform

scattering model cannot explain
simultaneously all the records.
Furthermore, we observe that
as the hypocentral distance
increases, attenuation by scat-
tering and absorption appear
to decrease. Under the reason-
able assumption that the
sensitivity to deep structures
increases with hypocentral dis-
tance, a natural explanation
for the trend seen in Figure 12
is that there exists a stratifica-
tion of attenuation properties
inside Mars. More precisely,
we may expect a rapid decrease
of attenuation with depth.
Recent results by Knapmeyer-
Endrun et al. (2021) indicate

that, although this is not apparent from the seismogram enve-
lopes of VF events, the crust of Mars is stratified. Determining
the depth dependence of Martian attenuation, taking into
account the stratification of velocities in the lithosphere, will
undoubtedly be an important topic for future works.

CONCLUSIONS
In this article, we have investigated the envelope and attenuation
characteristics of high-quality high-frequency Martian events
recorded by the instrument SEIS in the framework of the
InSight mission. The main conclusion of our investigations is
that these events are compatible with the propagation of elastic
waves radiated by internal sources in a multiple-scattering
medium. This statement is attested by the overall good agree-
ment between synthetic envelopes predicted by elastic radiative
transfer models and observed envelopes. Data analysis andmod-
eling has also revealed some outstanding features. (1) As com-
pared with high-frequency quakes observed on the Earth or on
the Moon, the envelope shape of high-frequency Martian events
is remarkably weakly dependent on frequency. The coda decay is
characterized by an almost constant attenuation, reflected in the
linear increase of the coda quality factor with frequency. The
delay time is also very weakly frequency dependent, in sharp
contrast with what is observed on earthquakes and moonquakes
waveforms. (2) Numerical inversions of the seismogram enve-
lopes of high-frequency Martian events with an elastic radiative
transfer model show that the observations can be explained
by multiple scattering in smooth models of heterogeneity
with a correlation distance in the 70–240 m range and a Hurst
exponent κ # 2. The overall strength of the scattering is
found to be Earth-like. We also found that the attenuation
parameters apparently increase with hypocentral distance,
which we interpret as a possible signature of a stratification
of heterogeneity in Mars (van Driel et al., 2021). (3) Finally, with
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Figure 12. Inversion results for seven VF events. (a) Diffusivity (km2=s), (b) S-wave scattering quality factor, and (c) S-
wave absorption quality factor as a function of (tS − tP) for selected VF events. The dashed line shows the best fit to
the data, assuming a law of the form y # y0exp!tS − tP"=ξ. The color version of this figure is available only in the
electronic edition.
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Detection of velocity changes in the lunar regolith
4 J. Garnier and G. Papanicolaou
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Fig. 2.1. When the spatial support of the noise sources (circles) extends over all space then the
cross correlation function is symmetric. The positive and negative parts correspond to the Green’s
function between x1 and x2 and its anti-causal counterpart, respectively.
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Fig. 2.2. When the distribution of noise sources is spatially localized then the cross correlation
function is not symmetric.

2.2. Wave cross correlations in a scattering medium. In the case of a
spatially localized distribution of noise sources, directional diversity of the recorded
fields can be enhanced if there is su�cient scattering in the medium. An ergodic cavity
with a homogeneous interior is a good example (Figure 2.4, right): Even with a source
distribution that has very limited spatial support, the reverberations of the waves
in the cavity generate interior fields with high directional diversity [15, 2]. Multiple
scattering of waves by random inhomogeneities can also lead to wave field equipartition
if the transport mean free path is short compared to the distance from the sources

Green’s Function Reconstruction from Ambient Vibrations

evaluated in a quantitative way. This is the primary motiva-
tion to work in this spacial natural laboratory. The purpose of
the present paper is thus to determine the changes in the
lunar crust and to show that they are generated by the solar
heating. This allows to check the validity of the PII tech-
nique in a natural environment where the source of change is
precisely known.

The properties of the seismic wave field on the moon are
perfectly suited for the application of mesoscopic concepts.
Pioneering works in the 1970s have demonstrated the diffu-
sive nature of seismic waves in the heterogeneous and highly
fractured regolith. We can deduce from the envelopes of seis-
mic records acquired with controlled sources that the shallow
subsurface is highly scattering !10 m!!!!100 m", but
weakly attenuating !!a#5 km" $21%. With a wavelength
of the order of 10 m we work well in the range of the
mesoscopic regime. On the Earth, absorption is greater and
scattering is weaker, which results in slower convergence of
the correlations toward the Green’s function $22%. Neverthe-
less, PII will still be possible because we can compensate the
feeble convergence by processing more data.

As part of the Lunar Seismic Profiling Experiment the
Apollo 17 crew installed four geophones at the Taurus-
Littrow landing site on the moon. The configuration of the
triangular array installation is shown in the inset of Fig. 1.
The geophones show a flat response between 3 Hz and
20 Hz. From August 1976 until April 1977 the four geo-
phones were continuously operated. In the present study we
analyze this continuous data set. As noted by Latham et al.
$23% and Larose et al. $24% the ambient vibrations that are
recorded on the moon are related to thermal moonquakes of
which most are too small to be clearly detected. To verify
this, the upper panel of Fig. 2 shows the noise level at the
central station of the array. Noise level is defined here as the
daily integral of the seismogram’s envelope. The noise am-
plitude peaks shortly before sunset and has a second peak
right after sunrise. This is the expected behavior for energy
released from thermally stressed rocks, which is related to
temporal changes of temperature. The thermally generated

seismic noise allows one to retrieve approximations of
Green’s functions between seismic sensors. With the four
geophones it is possible to retrieve approximations of ten
Green’s functions between all possible sensors, including au-
tocorrelations. These noise correlation functions !NCFs" are
computed for the eight months of available data in segments
of 24 h. The records with a dynamic range of 7 bits are
clipped at an amplitude of "20 counts around the zero po-
sition. As an example of the correlation, we plot in Fig. 1 the
NCF between geophones G2 and G3: a direct !Rayleigh"
wave is reconstructed, followed by late arrivals scattered at
surrounding heterogeneities. During propagation, the seismic
waves interact with the medium. In the case of temporal
velocity changes the seismic waves speed up or slow down
compared to a reference state. If the relative velocity change
is homogeneous in space, the resulting delay is proportional
to the travel time of the wave: the relative delay time
!RDT"—i.e., the delay of a seismic phase divided by its
travel time—is constant.

Here the RDT !T" is estimated as suggested by $18%. The
NCF !F" is stretched by a factor #=T+1 and compared with
a reference NCF Fr by means of the correlation coefficient
for travel times between 3 s and 10 s. The # that maximizes
the correlation coefficient !C":

C!#" =
&$=3 s

$=10 sF!$#"Fr!$"d$

&$=3 s
$=10 sF!$#"2d$&$=3 s

$=10 sFr!$"2d$
,

gives the RDT according to the above equation. In doing so
it is implicitly assumed that the heterogeneity of the velocity
change is weak. If this is violated, the paths of the waves are
altered and the NCFs decorrelate. The bottom panel of Fig. 2
shows the RDT from all cross-correlations and autocorrela-
tions measured every 24 h in the frequency band between
6 Hz and 11 Hz. The average over the ten station configura-
tions is shown by the solid curve. Black line segments at the
bottom of the graphs indicate lunar night. The RDT curve in
Fig. 2 shows a clear periodicity of approximately one month
similar to the noise level. These variations might be related
to the position of the Earth !tidal effect with a periodicity of
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FIG. 1. !Color online" Noise correlation functions between geo-
phones G2 and G3 retrieved from ten days of noise around sunset.
Inset: map of the geophone array.
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FIG. 2. Noise level and relative delay time !RDT" variations of
seismic waves in the shallow lunar crust. Upper panel: variations of
the noise level at the central station G3. Lower panel: gray dots:
individual measurements of the RDT. Solid curve: average over the
ten available station configurations. Dashed curve: qualitative
course of the inflow of thermal energy at lunar noon. Bold line
segments at the bottom of each panel indicate lunar night.
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27.3 days! or to the position of the sun "solar heating with a
periodicity of 29.5 days!. A thorough Fourier analysis favors
the latter periodicity #26$. The mechanism for the influence
of the sun on the RDT of seismic waves on the moon is
therefore thermal heating. We hypothesize that the changes
of the temperature profile due to heating by the sun’s radia-
tion during a lunar day reduces the seismic velocity, causing
variations of the RDT.

To support this hypothesis, a thermal modeling is per-
formed that simulates the heat conduction in the lunar sub-
surface. Using the knowledge about heat conductivity in the
shallow lunar crust, gained from the Apollo experiments, it is
possible to reproduce the observed RDT variations under the
following two assumptions. "1! The velocity variations are
proportional to temperature variations. This is a first-order
approximation, but sufficient for the relevant temperature
range. "2! The RDT is proportional to the average tempera-
ture change over 2 m depth. This is an acceptable assump-
tion because the monthly temperature variations are limited
to a very shallow layer above about 2 m depth #25$. The
depth profiles of the thermal conductivity and density are
taken from Figs. 9 and 10 of Langseth et al. #25$. This struc-
ture contains a 2-cm-thick top layer in which heat is trans-
fered not only by conduction, but also by radiation. The heat
flux through the surface is determined by the emission of
thermal radiation "the Stefan-Boltzmann law! and by the in-
flow of energy by illumination from the sun. In doing so the
model is completely determined by the changing incidence
angle of the radiation from the sun, the sun-moon distance,
the emission coefficient "1.0 for infrared radiation from the
moon’s surface!, the absorption coefficient of the moon’s
surface for radiation from the sun "0.6!, the specific heat
#600 kJ / "kg K!$, and the solar constant. The theoretical pre-
diction for the RDT that derives from this simple model is
shown by the black curve in Fig. 3. Measured RDT, averaged
over eight different lunations, is in the dashed curve between
the two thin lines, which indicate one standard deviation.
The shape of the resulting surface temperature curve from
sunrise to sunrise is shown by the gray "red! line in Fig. 3, as
measured by Langseth et al. #25$. The phase shift of the
measured RDT with respect to the surface temperature is due
to thermal diffusion and is well reproduced by our simple
model. The agreement between theoretical and measured
RDT supports the hypothesis that the sun causes the RDT
variations. The phase shift compared to the surface tempera-
ture curve excludes the possibility that the RDT variations
are caused by technical effects due to heating of the instru-
ments.

Another observation that supports a relation between the
RDT variations and heating by the sun concerns the ampli-
tudes of the peaks of the RDT. They vary systematically
from one lunation to another. The peak in January 1977 is
about 20% higher than the peak in September 1976 "see Fig.
2!. This variability can be qualitatively explained by varia-
tions in the sun-moon distance and energy inflow due to the
excentricity of the Earth’s orbit. The qualitative course of the
energy inflow at noon is shown by the dashed curve in Fig. 2.
It is in agreement with the changes of the RDT peak ampli-
tudes.

Combining two concepts of mesoscopic wave physics, we
explore an almost historical data set in a completely new
way. Using 30-year-old Apollo seismic data from the moon,
we show that seismic waves in the crust are periodically
slowed down. The shape of these delays and their periodicity
indicate that they result from heating by the sun. Even varia-
tions of energy inflow due to changes in the sun-moon dis-
tance can be seen. The delay time variations reflect changes
in the temperature profile of the lunar crust such that in-
creased temperature lowers the seismic velocity. We propose
a theoretical prediction for the temperature variation of the
lunar subsurface that reproduces experimental variations.
Our simple model is based on current knowledge of the ther-
mal properties of the lunar surface layer. A detailed inversion
of the delay time curves with respect to the parameters of the
lunar material—i.e., conductivity, density, heat capacity, and
amount of radiative heat transport—will add to our under-
standing of the heat transport in the lunar regolith. From a
broader point of view, the experiment reported here demon-
strates that we cannot only reconstruct direct waves between
two passive sensors with ambient noise "passive imaging!,
but also that we can take advantage of reconstructed diffuse
paths to monitor very weak changes of a complex "and natu-
ral! environment.

This is an encouraging result not only for planetary seis-
mology, but also for further terrestial studies in rapidly
changing environments like volcanoes and fault zones. The
possibility to apply PII also in vibrating man-made structures
of virtually all scales lets us expect various applications in
structural health monitoring and life cycle management in
the next years.

We wish to acknowledge L. Margerin for critical com-
ments and Y. Nakamura for providing us with the data.
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Phase Delay Between Surface Temperature and Coda Delay Time

Diffusion of Temperature in the Regolith

at k = 6 ! 10"8 (m2/s) but variance reductions are above
95 percent as long as k # 5 ! 10"7 (m2/s). An important
feature in this figure is the fact that solutions with k > 5 !
10"7 (m2/s) may be rejected based on larger misfits to data.
[48] The bottom panel of Figure 11 shows solutions for

the thermal expansion coefficient (a, open circles) and
temperature derivative for S-wave velocity (b, solid circles).
Both parameters decrease almost uniformly with increasing
thermal diffusivity but reach a plateau at about k $ (3–4) !
10"7 (m2/s). Solutions become even smaller for k % 8 !
10"7 (m2/s) but the misfits are too large to accept them as
good solutions.
[49] The fit of our solutions to the original data, Dd ( f ),

are shown in Figure 12 for the solution with 10"8 # k #
10"7 (m2/s). As expected from observed variance reduction
for these solutions, all curves display similar fits to data.

5.5. Preferred Solution and Interior Temperature
Variations

[50] Strictly speaking, our inverse approach alone will not
uniquely determine a solution as variance reductions are
higher than 95 percent for k # 5 ! 10"7 (m2/s). In Table 1,

we compare thermal expansion coefficients from our sol-
utions and those for other materials. While the thermal
expansion coefficient of lunar soil is uncertain due to
unknown fraction of pores and chemical compositions of
the soil, our solutions with thermal diffusivity of about
k $ 10"8 (m2/s) give thermal expansion coefficients of
about 10"3 (1/K) (or larger). Such a value for thermal
expansion coefficient is probably too large to accept the
solutions as realistic. On the other hand, thermal diffusivities
about 3 ! 10"7 (m2/s) give thermal expansion coefficient
of about 6 ! 10"5 (1/K). This is still larger than a typical
terrestrial number 3 ! 10"5 (1/K) by a factor of two but
considering some assumptions we invoked to derive this
result, such as homegeneity and temperature independence,
it seems quite close. Therefore, our preferred solutions are
those for about k $ (1–4) ! 10"7 (m2/s), although some
degree of uncertainty seems unavoidable.
[51] Figure 13 shows the variation of the internal temper-

ature perturbation over a diurnal period for k = 10"7 (m2/s).
Time increases from left to right within a diurnal cycle and
vertical axis is depth. This figure indicates that cyclic
temperature variations of 40–50 degrees (K) occur to a
depth of 0.5 m.

6. Discussion
6.1. Thermal Transfer by Radiation

[52] One of the most surprising aspects in our results is
our preferred estimate of thermal diffusivity, k $ (1–4) !
10"7 (m2/s), as it is much larger than an estimate k $
10"8 (m2/s) by Langseth et al. [1976]. The existence of this
difference is not surprising as, while our estimate represents
an averaged value from the surface to depth (as determined
by sensitivity kernels in Figure 8), the value of Langseth
et al is for depths larger than 1.3 m because of the locations
of the temperature sensors. However how can the differ-
ences be so large? There are two important points that need
to be taken into account to understand this difference.

Table 1. Our Solution and Thermal Expansion Coefficients of
Some Materials

Material
Thermal Exp.
Coeff. (1/K) d(ln Vs)/dT (1/K) k

Solution 1 1.37 ! 10"4 5.71 ! 10"4 10"7

Solution 2 7.60 ! 10"5 2.81 ! 10"4 2 ! 10"7

Solution 3 6.55 ! 10"5 2.04 ! 10"4 3 ! 10"7

Solution 4 6.54 ! 10"5 1.71 ! 10"4 4 ! 10"7

K (potassium) 0.00024
S 0.00014
Na 0.00021
Mg 0.000075
Al 0.000069
P 0.00036
C (diamond) 0.000009

Figure 12. Inverted data (solid dots) are the differences
between red circles and blue circles in Figure 9. Theoretical
fits for solutions for 10"8 # k # 10"7 are shown as a blue
line.

Figure 13. Interior temperature variations for thermal
diffusivity of 10"7 m2/s. Over a diurnal period, the upper
0.5 m goes through significant temperature changes (over a
few tens of degrees).
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[31] Surface S-wave velocity (40 m/s) was designed to
yield a group velocity close to measured numbers (43.5–46
m/s). S-wave velocity in the starting model is shown as a
dashed blue line in Figure 7b.
[32] Inversion for structure requires iteration but its pro-

cedure is straightforward; for a given model, we first
compute depth sensitivity kernels for Rayleigh-wave group
velocity as a function of frequency. Examples of kernels for
the final model are shown in Figure 8. These kernels
confirm that the inversion results are confined mainly to
the upper 15 m.
[33] During the course of inversion for average structure,

we maintained constant ratios among density, P wave and
S-wave perturbations as three sets of parameters could not be
resolved independently; for the results in Figures 7 and 8, we
used

dr
r

¼ 0:4
dVs
Vs

ð1Þ

dVp
Vp

¼ 0:8
dVs
Vs

ð2Þ

A different choice, dVp/Vp = 0.5 dVs/Vs, modifies S-wave
velocity results up to about 1 percent. There is a trade-off
between P wave velocity structure and S-wave velocity
structure through this parameter, resulting in the ambiguity
in the average structure. However, the depth variation of S-
wave velocity in the scale of the plot in Figure 7b is almost
indistinguishable. In Figure 7b, S-wave velocity results for

each step of iteration are shown. The most notable feature is
that the S-wave velocity models do not change very much
after the second iteration; multiple lines from different
iterations essentially overlap. Note that the fit to the data
(Figure 7a) dramatically improved after the first and second
iterations but after the third iteration, improvements were
small. We performed up to the tenth iteration in order to
confirm convergence.
[34] The final S-wave velocity model (Figure 7b) is still

close to a linear gradient. It contains some important
undulations around the linear trend, however. For example,
the data seem to require a fairly homogeneous top layer in
the upper 1 m which is accompanied by steeper gradient up
to 2 m. Then the gradient becomes smaller which then
changes back to slightly steeper trend below about 8 m.
These undulations are important in order to fit the details in
the group velocity dispersion (Figure 7a), but, overall, the
final velocity model still remains close to the original linear
velocity trend.

5. Inversion of Temporal Variation in Group
Velocity
5.1. Observation

[35] We discovered that there are small but distinct
temporal variations in group velocity over a diurnal period;
Figure 9 shows two dispersion curves that were averaged
for the time periods indicated in Figure 10. Red circles are
from the time intervals when temperature was high and blue
circles are from the time intervals when the temperature was
low. The exact points from which we derived the dispersion
curves are indicated in Figure 10. We averaged all eight
cycles of data over eight months; all points are shown by
folding the time onto one cycle. Points may appear rather
concentrated in narrow time intervals but this is due to the

Figure 8. Depth sensitivity kernels at four frequencies.

Figure 9. Average group velocity dispersion from high
surface-temperature period (red) and low surface-tempera-
ture period (blue). Exact times that were used for averaging
are shown in Figure 10. High surface-temperature period
shows group velocity as much as 0.6% higher at 8.9 Hz.
One sigma error bars are shown only for blue circles. Those
for red circles are similar but are omitted for clarity.
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Evolving Waveforms of SF Events detected by InSight VBB
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Waveform changes seen in the frequency domain
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Seasonal Variations of Seismic Velocities seen by SF Events
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Velocity variations from ambient noise

VBB North 
Component

Denoising


Lander modes prohibit the use of the time-domain cross-correlation method


We track the ‘band structure’ in the frequency domain

Lander Resonances

Seasonal variations of seismic velocities on Mars 9 

Figure 5. (a) PSD in dB of the VBB North component between 18 and 23 hr LMST of Sol 350 (black curve) and its smoothed version (red curve) with a 
smoothing parameter of 0.32 Hz. (b) Same PSD as in panel (a) after whitening and demeaning (PSD oscillation). (c) Evening spectrogram of the VBB north 
component between the Sol 180 and Sol 866. (d) Same spectrogram as in panel (c) after whitening and demeaning. The arrows indicate some positive (in red) 
and ne gativ e (in b lue) lobes of the band structure. The b lack arrows at the top of each panel indicate the lander modes at 1.6, 3.3, 4.1, 6.8 and 8.6 Hz. 

Figure 6. Hourly PSD oscillation of the VBB north component between Sol 350-0hr LMST to Sol 352-24hr LMST. On the vertical axis the martian hours 
(LMST) are counted by fraction of Sol (for instance 350.5 correspond to Sol 350-12hr LMST). The name of the six features discussed in the text of Section 3.1 
are indicated at the top. From left to right we have the lander modes at 1.6 Hz, the 2.4 Hz resonance, the lander mode at 3.3 Hz, a doublet structure corresponding 
to the lander mode at 4.1 Hz, the lander mode at 6.8 Hz and the lander mode at 8.6 Hz. This last one is only observable during the morning period in this range 
of Sol. 



One year of velocity variations observed by Mars InSight
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Consistent pattern between SF events and ambient noise


The velocity change increases with frequency




Relation between seasonal temperature variations and velocity

!!! Positive !!! correlation between temperature and velocity
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Thermoelastic modeling

To make the link with seismic observations we assume the signal of SF events is dominated by 

Rayleigh waves with Cs=100m/s and nu=0.2
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coefficients and their associated errors. In Fig. 7 (e), we show the 
two resulting sequences of relativ e trav eltime changes in black for 
the measurements made between 5.3 and 6.2 Hz, and in blue for 
the measurements made between 7.1 and 8.0 Hz. We also report 
in Fig. 7 (e) the continuous sequence of −dt / t coming from the SF 
e vents anal ysis (Section 2.2). 

The key observation in Fig. 7 (e) is the very good agreement be- 
tween the relative traveltime changes measured in the SF events and 
in the band structure of the background vibrations. Both the ampli- 
tude of the variations and the trend are consistent between the two 
data sets. Fig. 7 (e) also confirms the observations from the Family 
C0 in Fig. 2 (d), that is, the traveltime changes are highly frequency 
dependent. In particular the trend evolves in the same direction 
when the observation frequency varies (the lower the frequency, the 
lower the local slopes of the variation). This observation strongly 
suggests an identical origin for the relative traveltime/frequency 
changes observed in both SF events and background vibrations. 

4  T H E R M O E L A S T I C  M O D E L  
In this section, we propose a simple interpretation of our observa- 
tions based on the thermoelastic response of the subsurface (Berger 
1975 ). 

4.1 T her mal stresses and implications for seismic velocities 
Thermoelasticity has pre viousl y been put forw ard as the dominant 
mechanism to explain seasonal subsurface velocity variations in dry 
granular media on Earth (Richter et al. 2014 ). Berger ( 1975 ) has 
shown that a non-uniform distribution of temperature at the surface 
of an elastic medium is at the origin of thermal stresses at depth. 
He imagined a surface temperature forcing of the form: 
T ( x, z = 0 , t) = T m + ∑ 

ω T ω cos ( k x x) cos ( ωt + φω ) (2) 
where the sum runs over the characteristic pulsations ω and the fol- 
lowing notations have been introduced: T ω and φω are, respecti vel y, 
the characteristic amplitudes and phases of the surface temperature 
perturbation (at pulsation ω) and T m its average value. In eq. ( 2 ), each 
mode generates a heat wave which propagates at depth with a char- 
acteristic attenuation length, also called skin depth, 1 /γ = √ 

2 D/ω 
where D = κ/ ρC p is the thermal dif fusi vity of the medium. Here, 
κ , ρ and C p are respecti vel y the thermal conductivity, the density 
and the specific heat capacity. As the temperature propagates into 
the ground, it acquires a phase delay γ z with respect to the surface 
value ωt + φω ( z is the depth). Note that for realistic values of 
the dif fusi vity, the seasonal heat w av e is not e xpected to penetrate 
deeper than 2–3 m under InSight (Siegler et al. 2017 ). 

A key ingredient of the thermoelastic model is the modulation 
of the temperature in direction x along the surface with character- 
istic wavelength l x = 2 π / k x . Such a dependence may be justified 
by invoking the effects of topography or geological heterogeneity 
around InSight. Whatever the origin of the lateral variations, we 
follow Berger ( 1975 ) and assume for simplicity that they may be 
modelled adequately by imposing a non-uniform surface value for 
the temperature, characterized by a single wavelength. Solving the 
elasticity equations, Berger ( 1975 ) shows that the associated non- 
unifor m ther mal dilation of the material (with expansion coefficient 
α) associated with the propagation of the thermal wave at depth 
generates elastic stresses at depth which, in tur n, per turb locally the 

seismic wave speeds (Richter et al. 2014 ): 
(v 
v ( x, z, t) = −2 αb ∂ρv 2 

∂σ

∑ 
ω T ω cos ( k x x) [ cos ( ωt + φω − γ z) e −γ z 

− (1 + ν) 
√ 

2 γ 2 + 2 γ k x + k 2 x cos ( ωt + φω − ψ) k x e −k x z ] , (3) 
where the phase ψ is defined by: 
tan ψ = γ

γ + k x with ψ ∈ [ 0 , π/ 2 [ . (4) 
The notations introduced in eq. ( 3 ) are as follows: 

v , seismic velocity ( P or S ), α, thermal expansion coefficients, 
σ , principal thermal stress and ν, Poisson’s ratio. The parameter b 
depends on the wave type, as recalled hereafter: 
b = { 

(1 + ν)(1 −2 ν) 
2(1 −ν) 2 for P waves 

1 + ν
1 −ν

for S waves (5) 
Further computational details are provided in Appendix D. Since 
the model neglects lateral transfer of heat, the validity of the result 
( 3 ) is limited to the regime γ $ k x . In other words, in the horizon- 
tal direction, the temperature must vary slowly at the scale of the 
penetration depth of the heat wave 1/ γ . In this case, one finds that 
ψ ≈ π /4, in agreement with Richter et al. ( 2014 ). 

Qualitati vel y, the first term of eq. ( 3 ) informs us that in a re- 
gion where the temperature is higher (respecti vel y, lower) than in 
its surrounding, the material dilation (respecti vel y, contraction) is 
restrained and the thermal stress is compressive (respectiv ely, e x- 
tensive), which results in an increase (respectively, decrease) of the 
velocity. This term is entirely controlled by the propagation of the 
heat wave at depth and therefore attenuates at the scale 1/ γ . For 
depths greater than a few temperature skin depths, the second term 
of eq. ( 3 ) takes over. It may be understood as the elastic response 
at depth induced by the surface temperature modulation. While the 
amplitude of this term is small (as compared to the one of the first 
term), it induces perturbations at a much larger scale l x and its inte- 
gral over depth is of order 1. As a consequence, in spite of its small 
magnitude, this term may not always be negligible. This point will 
be further discussed in the sequel. 

4.2 Application to the case of study 
To make a quantitative comparison between the thermoelastic model 
and the observations of apparent velocity variations, the character- 
istic pulsations, amplitudes and phases of the temperature forcing 
have been determined. The surface temperature shown in Fig. 8 (a) 
has been calculated from a numerical model of temperature propa- 
gation into the subsurface using the incident solar flux deduced from 
the JPL Horizon Ephemeris as forcing. In this model, the surface 
temperature results from a balance between the incident, radiative 
and conductive energy fluxes. In the model, the thermal properties 
are uniform with conductivity κ = 0.039 W m −1 K −1 Grott et al. 
( 2021 ), ρ = 1800 kg m −3 and C p = 600 J kg −1 K −1 . These values 
are consistent with those derived from the observed daily surface 
temperature fluctuations observed by the T2 radiometer of InSight 
Piqueux et al. ( 2021 ) and Mueller et al. ( 2021 ). More information 
on the temperature data used in this study are given in Appendix C. 
At the seasonal timescale, the model provides a decent approxima- 
tion to the observed temperatures but cannot capture temperature 
fluctuations related to the local meteorology such as dust storms 
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Comparison between thermo-elastic model and data
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Phenomenological Transport Model

for coupled surface/body waves in a half-spaceTransport Equation for coupled Surface and Body Waves

(∂t + vgn̂ ·∇) es(t, r, z, n̂) =− es(t, r, z, n̂)
τ s +

1
τ s→s

∫

2π

ps→s(n̂, n̂′)es(t, r, z, n̂′)dn̂′

+
1

τ b→s(z)

∫

4π

pb→s(n̂, k̂′)eb(t, r, z, k̂′)dk̂′ + ss(t, r, z, n̂)

(
∂t + ck̂ ·∇

)
eb(t, r, z, k̂) =− eb(t, r, z, k̂)

τ b(z) +
1

τ b→b

∫

4π

pb→b(k̂, k̂′)eb(t, r, z, k̂′)dk̂′

+
1

τ s→b

∫

2π

ps→b(k̂, n̂′)es(t, r, z, n̂′)dn̂′ + sb(t, r, z, n̂)

B.C. : eb(t, r, 0, k̂i) = eb(t, r, 0, k̂r)

Margerin, Bajaras & Campillo, G.J.I., under revision

Difference with Conventional Transport Equations
Depth-Dependent Scattering Mean Free Time
Surface Wave Energy Decays Exponentially with Depth

L. Margerin (I.R.A.P) Transport of surface and body waves April 12 2019 12 / 16

Margerin, Barajas & Campillo, 2019



Equipartition between Surface and Body WavesEnergy Partitioning

Monte-Carlo Simulations
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Energy Envelopes in Time Domain
Radiative transfer of body and surface waves 1105

Figure 9. Energy density of surface waves εs (left-hand panel) and body waves Eb (right-hand panel) at the surface of a heterogeneous half-space filled with
point scatterers in the case of a shallow (z0 = α−1) and a deep source (z0 = 5α−1). The enegy is averaged over a depth #z = 5 km and an epicentral distance
range #r = 5 km. The station is located at an epicentral distance of 50 km. The horizontal axis is in units of the scattering mean free time of surface waves in
logarithmic scale. Typical algebraic decays are also shown.

a notable outcome of our RT equations is the anisotropy of the diffu-
sivity of seismic waves, due to the difference in scattering properties
and wave velocities of body and surface waves. We also show that
our RT equations are operational, in the sense that they are readily
amenable to numerical solutions by Monte Carlo simulations. These
simulations could be used in the future to study in more details the
dynamics of equipartition, in particular, how the equipartition time
varies as a function of the ratio between the penetration depth of
surface waves and the scattering mean free path for body-to-surface
wave coupling.

Before becoming a viable alternative to current approaches, our
theory needs to be tested and improved. In the future, we plan to
address the following issues: (1) evaluate the impact of neglecting
the interference between upgoing and downgoing body waves on
the scattering cross-section and, if possible, go beyond this approx-
imation; (2) extend the theory to more realistic finite size scatterers
and more general spatial distributions of scatterers; (3) incorporate
polarization effects for elastic waves at a free surface and (4) ab-
sorption of energy, which is also a very important mechanism of
attenuation that has been entirely neglected in this work for sim-
plicity. Because the subsurface of the Earth is thought to be very
strongly attenuating due to the widespread presence of fluids, we
may expect dissipation to affect more severely surface waves than
body waves. In turn, this may modify the partitioning of the energy
in the coda as was previously shown by Margerin et al. (2001) in the
case of coupled S and P waves. Special efforts should be devoted
to this important topic before our formalism can be applied to real
seismic data.

A C K N OW L E D G E M E N T S

The authors wish to thank the Associate Editor S. Ni and an
anonymous referee for their suggestions to clarify the presenta-
tion of the results. The careful comments and constructive criti-
cisms of H. Sato contributed to significant changes and improve-
ments in the content of the manuscript. The authors acknowl-
edge the European Research Council under the European Union
Horizon 2020 research and innovation program (grant agreement
no. 742335 - F-IMAGE).

R E F E R E N C E S
Abubakirov, I. & Gusev, A., 1990. Estimation of scattering properties of

lithosphere of Kamchatka based on Monte-Carlo simulation of record
envelope of a near earthquake, Phys. Earth Planet. Inter., 64(1), 52–67.

Aki, K. & Richards, P.G., 2002. Quantitative Seismology, 2nd edn University
Science Book.

Akkermans, E. & Montambaux, G., 2007. Mesoscopic Physics of Electrons
and Photons, Cambridge University Press.
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